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BUILDING ON FASTMATHDEVELOPED UNSTRUCTURED MESH 
TECHNOLOGIES THE RPI TEAM IS PROVIDING

Å Tokamak geometry construction

Å Tokamak mesh generation

Å Mesh infrastructure for M3D-C1

Å Mesh control

Å Based on a priori information

Å Adaptation based on a posteriori error estimators

Å Mesh support of M3D-C1 on HPC systems



Tokamak Geometry Construction 
and Mesh Generation
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TOOLS DEVELOPED TAKE ADVANTAGE OF 

Å Simmetrix unstructured mesh generators

Å Tokamak Model and Mesh Software (ToMMS) for 
which most of the developments were done to 
meet specific meshing requirements for HBPS

Å ToMMSdevelopment for CTTS

Å Converting discrete segment tokamak geometry 
into proper topological model for meshing

Å Support for finite thickness wall mesh and vacuum 
vessel 

Distribute mesh including 
Finite thickness wall 

and vacuum vessel



Mesh Infrastructure for M3D-C1

4

CORE M3D-C1 COMPONENTS

Å Overall M3D-C1 code, element level calculations (physics 
and its discretization) ɀFortran code developed by CTTS 
core developers

Å Ȱ3ÏÌÖÅÒȱ ÔÅÃÈÎÏÌÏÇÉÅÓ ÂÁÓÅÄ ÏÎ PETSc, MUMPS ɀC++ code 
enhanced for M3D-C1 use by NERSC team

Å Mesh infrastructure ɀC++ code based on FASTMath
unstructured mesh technologies

MESH INFRASTRUCTURE BASED ON PUMI/MESHADAPT

Å Supports parallel 2D and 3D unstructured meshes and 
associated fields

Å Controls assembly of element vectors and matrices into 
the global system provided to PETSc

Å Execute parallel mesh adaptation operations 
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PARALLEL UNSTRUCTURED MESH INFRASTRUCTURE (PUMI)

Å Supports mesh migration as needed by dynamic load balancing 
and mesh adaptation

Å Includes dynamic load balancing and reordering algorithms

Å Investigated alternative dof ordering procedures 

USE OF PUMI TO SUPPORT M3D-C1 WORKFLOWS

Å Construction of the 3D extruded mesh from the 2D mesh

Å Support for converting from a 2D initial set of simulation steps 
to a fully 3D simulation steps

Å Support of application of mesh adaptation with dynamic load 
rebalancing

Å Adjacency based ordering

3D wedge mesh constructed by 
extruding a 2D triangular mesh

Conversion from 2D to 3D simulation



Mesh Control
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BASED ON A PRIORI INFORMATION

Å Mesh size and gradation information 
set on model topological entities 

Å Setting mesh size fields and applying 
the mesh modification procedures 
used by PUMI/MeshAdapt

Mesh size control set on model 
entities including the separatrix 
curve as a model entity 

Mesh size control based on 
mesh modification along the 
separatrix curve and a pellet 
injection point

pellet 
injection 

point

Testing on ITER equilibrium -- 2

/p/ tsc/m3dnl/ ITER/NewMesh/Eq2     and Χ/Adapted Leaves wall zones untouched!

Recently added a priori mesh control feature that 
provided an additional level of mesh control 



Mesh Control
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BASED ON A POSTERIORI INFORMATION

Å Simulation field information used by error 
indicator to estimate level of error in the 
current mesh entities

Å Correction indicator used to set anisotropic 
mesh size field

Å PUMI MeshAdaptused to modify mesh to 
match the mesh size field

Mesh adapted based on a 
previously developed 

residual based error 
estimator

Edge collapse

Edge split face split

Double split collapse

Core MeshAdapt
mesh modification 
operators


